**Genetics.** In the article “Identification of protein coding regions in the human genome by quadrant discriminant analysis,” by M. Q. Zhang, which appeared in number 2, January 23, 1997, of *Proc. Natl. Acad. Sci. USA* (94, 565–568), the author wishes to publish a correction to Table 2. The second entry in column one should read HEXON instead of FGENEH. A complete corrected table appears below:

Table 2. Test summary

<table>
<thead>
<tr>
<th>Program</th>
<th>sn</th>
<th>sp</th>
<th>SN</th>
<th>SP</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRAIL2</td>
<td>0.51</td>
<td>0.57</td>
<td>0.79</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>HEXON</td>
<td>0.71</td>
<td>0.65</td>
<td>0.88</td>
<td>0.80</td>
<td>0.83</td>
</tr>
<tr>
<td>MZEF</td>
<td>0.84</td>
<td>0.92</td>
<td>0.88</td>
<td>0.95</td>
<td>0.90</td>
</tr>
</tbody>
</table>

See Methods for definitions. Lowercase letters indicate the exon level; uppercase, the base-pair level.

**Medical Sciences.** In the article “Results of MDR-1 vector modification trial indicate that granulocyte/macrophage colony-forming unit cells do not contribute to posttransplant hematopoietic recovery following intensive systemic therapy,” which appeared in number 26, December 24, 1996, of *Proc. Natl. Acad. Sci. USA* (93, 15346–15351), the following correction should be noted. The authors wish to point out that Dr. Fu’s name was omitted from the author line. The correct listing for the author line is: E. G. Hanania, R. E. Giles, J. Kavanagh, S. Q. Fu, D. Ellerson, Z. Zu, T. Wang, Y. Su, A. Kudelka, Z. Rahman, F. Holmes, G. Hortobagyi, D. Claxton, C. Bachier, P. Thall, S. Cheng, J. Hester, J. M. Ostrove, R. E. Bird, A. Chang, M. Korbling, D. Seong, R. Cote, T. Holzmayer, E. Mechetner, S. Heimfeld, R. Berenson, B. Burtner, C. Edwards, B. Bast, M. Andreeff, R. Champlin, and A. B. Deisseroth.

**Neurobiology.** In the article “The neural code between neocortical pyramidal neurons depends on neurotransmitter release probability,” by Misha V. Tsodyks and Henry Markram, which appeared in number 2, January 23, 1997 of *Proc. Natl. Acad. Sci. USA* (94, 719–723), the following corrections should be noted. Equations 1 and 3 were incorrect as published. The corrected equations are shown below:

\[
\begin{align*}
\frac{dR}{dt} &= \frac{I}{\tau_{rec}} - U_{SE}R \delta(t - t_{AP}) \\
\frac{dE}{dt} &= -\frac{E}{\tau_{inact}} + U_{SE}R \delta(t - t_{AP}) \\
I &= 1 - R - E,
\end{align*}
\]

\[EPSC_{st} = \frac{A_{SE}}{\tau_{rec}}.\]
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ABSTRACT Although signaling between neurons is central to the functioning of the brain, we still do not understand how the code used in signaling depends on the properties of synaptic transmission. Theoretical analysis combined with patch clamp recordings from pairs of neocortical pyramidal neurons revealed that the rate of synaptic depression, which depends on the probability of neurotransmitter release, dictates the extent to which firing rate and temporal coherence of action potentials within a presynaptic population are signaled to the postsynaptic neuron. The postsynaptic response primarily reflects rates of firing when depression is slow and temporal coherence when depression is fast. A wide range of rates of synaptic depression between different pairs of pyramidal neurons was found, suggesting that the relative contribution of rate and temporal signals varies along a continuum. We conclude that by setting the rate of synaptic depression, release probability is an important factor in determining the neural code.

There is an ongoing debate on whether a cortical neuron is driven mainly by the average firing rates of presynaptic neurons or by temporally coherent firing events (see refs. 1–3). The important factor in this debate that has been overlooked is the constraints imposed by the properties of synaptic transmission between specific types of neurons. The striking feature of synaptic transmission between neocortical pyramidal neurons is activity-dependent synaptic depression, resulting in complex post synaptic responses that cannot be reduced to a linear sum of responses to single presynaptic action potentials (APs) (4). To isolate the primary determinants of signaling between these neurons, we applied a combined approach based on dual whole-cell patch clamp recordings of layer 5 pyramidal neurons and a phenomenological model of synaptic transmission between these neurons. Preliminary results of this study were published in ref. 5. Some of the results presented here were independently obtained in ref. 6.

MATERIALS AND METHODS

Electrophysiology. Sagittal slices (300 μM) were cut from the neocortex of Wistar rats (13–15 days; from the Weizmann Institute of Science) as described (7). While only immature synapses were studied, the behavior of this type of synaptic connection in the adult animal is similar (4). All experiments were performed at 30–32°C. The extracellular solution contained 125 mM NaCl, 2.5 mM KCl, 25 mM glucose, 25 mM NaHCO3, 1.25 mM NaH2PO4, 2 mM CaCl2, and 1 mM MgCl2. Layer 5 pyramidal neurons from the somatosensory cortical area were identified using infrared differential interference contrast video-microscopy on an upright microscope (Zeiss) fitted with a ×40 water/0.75 numerical aperture objective lens as described (8). Somatic whole-cell recordings (10–20 MΩ access resistance) were obtained and signals were amplified using two Axoclamp-2B amplifiers (Axon Instruments, Foster City, CA) and captured on computer using PULSE CONTROL (Richard Bookman and colleagues, University of Miami), which was analyzed using programs written in IGOR (WaveMetrics, Lake Oswego, OR). Neurons were recorded with pipettes containing 100 mM K-gluconate, 20 mM KCl, 4 mM ATP-Mg, 10 mM phosphocreatine, 0.03 mM GTP, 10 mM Hepes, and 0.5% boicytin (pH 7.3, 310 mOsm). Resting membrane potential levels were typically –62 ± 2 mV. The amplitude of excitatory postsynaptic potentials (EPSPs) were measured as the difference between the postsynaptic voltage at the peak and at the onset, from average traces (30–75 trials; average of 3–5 sampling points). The average depolarization caused by a train of EPSPs was measured as the integral of the postsynaptic voltage relative to the resting membrane potential over the specified time window.

Model. We characterized the synaptic connection by its absolute amount of “resources,” which can be partitioned into three states: effective, inactive, and recovered. If all the resources are activated by a presynaptic AP, this would generate the maximal possible response defined here as the absolute synaptic efficacy ($A_{SE}$). Each presynaptic AP activates a certain fraction of resources available in the recovered state, which then quickly inactivates with a time constant of a few milliseconds and recovers with a time constant of about 1 sec. This model could reflect various possible biophysical mechanisms of synaptic depression, such as receptor desensitization (9) or depletion of synaptic vesicles (10).

Kinetic equations for the fraction of resources in each of the three states read:

$$\frac{dR}{dt} = \frac{I}{\tau_{re}}$$

$$\frac{dE}{dt} = -\frac{E}{\tau_{ina}} + \frac{U_{SE}R\delta(t - t_{AP})}{\tau_{re}}$$

$$I = 1 - R - E,$$

where $E$ (effective), $I$ (inactive), and $R$ (recovered) are the fraction of resources in the corresponding state. $\tau_{ina}$ and $\tau_{re}$ are the time constants of inactivation and recovery, respectively. Each AP, arriving at the time $t_{AP}$, instantaneously activates a fraction, $U_{SE}$ (utilization of synaptic efficacy parameter), of synaptic resources available in the recovered state. The net postsynaptic somatic current is proportional to the

Abbreviations: AP, action potential; EPSP, excitatory postsynaptic potential; EPSC, excitatory postsynaptic current; ACh, acetylcholine.
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fraction of resources in the effective state. E. Trial-by-trial fluctuations in synaptic responses, including failures, are neglected in the model because synaptic inputs from large populations of neurons are expected to average out these fluctuations. $U_{SE}$ (as well as $\tau_{rec}$ and $\tau_{inact}$) is a kinetic parameter of the model that determines the dynamic behavior of synaptic transmission, in particular the rate of depression. The higher the $U_{SE}$, the faster synaptic resources are utilized, which effectively leads to more rapid depression.

These equations allow iterative expressions for successive excitatory postsynaptic currents (EPSCs) produced by a train of presynaptic APs:

$$EPSC_{n+1} = EPSC_{n}(1 - U_{SE})e^{-\Delta t/\tau_{rec}} + A_{SE}U_{SE}(1 - e^{-\Delta t/\tau_{inact}}),$$

where $\Delta t$ is the time interval between $n$th and $(n + 1)$th AP, and $A_{SE}$ is the maximal EPSC evoked when all the resources are shifted into the effective state. In deriving Eq. 2, $\Delta t$ was assumed to be much larger than the inactivation time constant, hence the dependence on $\tau_{inact}$ dropped out of this equation.

RESULTS

Simulating Dynamic Synaptic Transmission. To use the model to simulate dynamic synaptic transmission a number of parameters have to be determined experimentally. The postsynaptic responses to a standard stimulation protocol were used to derive the parameters $A_{SE}$, $U_{SE}$, and $\tau_{rec}$ for a given synapse (Fig. 1A). The model could then reproduce the experimental traces for both regular and irregular trains of presynaptic APs (Fig. 1B and C).

Rate Coding. The model made several predictions, both about the properties of synaptic transmission and how these properties influence the way in which the signal transmitted between pyramidal neurons could be coded. The first prediction was that if the synapses are driven beyond a certain frequency, defined as the limiting frequency, then the stationary amplitude of individual EPSPs reached during a regular spike train would begin to decrease in inverse proportion to the frequency ($1/f$):

$$EPSC_{it} = \frac{E}{f\tau_{rec}}.$$

To test the accuracy of this prediction we recorded the synaptic responses at different frequencies and found the prediction to be true in all of 11 cases (Fig. 2A and B). The limiting frequencies were between 10 and 25 Hz. The $1/f$ law of these synapses indicates that above the limiting frequency the average postsynaptic depolarization from resting membrane potential saturates as presynaptic firing rates increase (Fig. 2C). The limiting frequency therefore sets the frequency range within which these synapses are able to transmit information about the presynaptic firing rate.

The second prediction was that factors that determine the rate of synaptic depression also determine the limiting frequency:

$$f_{lim} \approx 1/(\tau_{rec}U_{SE}).$$

In the model, the higher $U_{SE}$ is, the faster synaptic responses depress to a stationary level for a given frequency of stimulation and the lower the limiting frequency is.

Depending on the biophysical mechanism of depression, the $U_{SE}$ parameter can be in part or completely determined by the probability that an AP would evoke neurotransmitter release. Indeed, reducing this probability by lowering Ca$^{2+}$ concentration ([Ca$^{2+}$]) slowed the rate of synaptic depression and increased the limiting frequency (Fig. 2B; see refs. 11 and 12).

Release probability therefore determines the frequency range within which rate coding is possible. The model also shows that beyond the limiting frequency, the average depolarization caused during the train is independent of release probability (see Eq. 3). Changing release probability therefore results in redistribution of synaptic efficacy between spikes in a train and not in a change in absolute synaptic efficacy (see also ref. 7).

A natural range of $U_{SE}$ values (0.1–0.95) was found within a population of 33 experimentally examined synaptic connections, which is consistent with the range of release probabilities found at these synapses using a binomial model (ref. 13; H.M., J. Lübke, A. Roth, M. Frotscher, and B. Sakmann, unpublished data).

The range of $U_{SE}$ values predicts a continuum of frequency-dependent behaviors under in vivo conditions where neurons are firing irregularly (14) (Fig. 3A). To test the accuracy of this prediction, the synaptic behavior for a particular synaptic

![Fig. 1. Functional synaptic model. (A) Stimulation paradigm used to obtain the parameters for the model. (B) Postsynaptic potential generated by a regular spike train (Bottom), at a frequency of 23 Hz measured experimentally (Top; average more than 50 sweeps), and computed with the model (Middle). (C) Same as B for irregular spike train (different synaptic connection). Postsynaptic potential is computed using a passive membrane mechanism $\tau_{mem}(dV/dt) = -V + R_{m}I_{syn}(t)$ with an input resistance of 100M$\Omega$. $\tau_{rec}$ is obtained by measuring the time of recovery for a synapse after stimulating it with high frequency burst (single exponential). Other parameters are determined by iteratively comparing model and experimental traces until the best match with the initial (R1), transition (R2 and others), and stationary responses is achieved. Parameters in B: $\tau_{inact} = 3$ msec, $\tau_{rec} = 800$ msec, $U_{SE} = 0.67$, $A_{SE} = 250$ pA, $\tau_{mem} = 50$ msec. Parameters in C: $\tau_{inact} = 3$ msec, $\tau_{rec} = 450$ msec, $U_{SE} = 0.55$, $A_{SE} = 530$ pA, $\tau_{mem} = 30$ msec.](image-url)
connections tested. (mostly coherent firing rate transitions in the presynaptic transient and stationary components (compare Fig. 4). The computed time-averaged membrane potential in postsynaptic neurons during the last four EPSPs, relative to resting potential as a function of presynaptic AP frequency (seven synapses; observed). (Bars = SD.)

Temporal Coding. The 1/f law implies that when a single presynaptic neuron, firing at a rate above the limiting frequency, increases its firing rate, the average postsynaptic depolarization will not change (Fig. 4A). However, several transition EPSPs are generated before the stationary level of synaptic responses is reached for a given frequency (see Figs. 1A and 3C), allowing for a time window within which synchronous changes in synaptic input from a population of neurons would summate to generate a transient signal in the postsynaptic neuron (Fig. 4B). The value of $U_{SE}$ determines the rate of synaptic depression and hence the time window for spatial summation of synchronized inputs, as well as the amplitude of this transient response.

Neurotransmitter release probability therefore determines the contributions of rate and temporal signals to the postsynaptic response by modulating the relative amplitudes of its transient and stationary components (compare Fig. 4B1 and B2). Transient currents can reliably drive neocortical pyramidal neurons (15), and hence the temporal coherence of APs in the presynaptic population could be reflected in the AP response of the postsynaptic neuron (1, 16, 17). To test this possibility experimentally, we injected computed current into a pyramidal neuron and recorded its response. Indeed, we found that when $U_{SE}$ was high, the AP response reflected mostly coherent firing rate transitions in the presynaptic population (Fig. 4B1) and when $U_{SE}$ was low, the AP response reflected more average presynaptic firing rates (Fig. 4B2). To observe this transient current experimentally would require simultaneous stimulation of hundreds of presynaptic neurons. It was, however, confirmed indirectly by stimulating the same synaptic connection with different Poisson spike trains and averaging the postsynaptic voltage response (Fig. 4C).

Regulating the Neural Code. We identified two different means by which the brain could regulate the neural code between pyramidal neurons. Redistribution of synaptic efficacy, caused by pairing pre- and postsynaptic activity, has been shown to increase the rate of synaptic depression (7) without changing stationary EPSPs at high frequencies (and $r_{rec}$) and can be modeled as an increase in the value of $U_{SE}$ (Fig. 5 A and B). This change in $U_{SE}$ is analogous to the change in release probability (Fig. 5C). From a population of synaptic connections examined experimentally, we found that pairing resulted in an increase in $U_{SE}$ from $0.5 \pm 0.23$ to $0.69 \pm 0.18$ (mean $\pm$ SD; 18 synaptic connections, $P < 0.01$ paired $t$ test). Pairing would thus limit rate coding and emphasize the importance of presynaptic temporal coherence as well as the history of activity, and therefore represents a mechanism by which the significance of coherent firing is scaled according to the individual firing history of
each neuron. The value of $U_{SE}$ is likely to be set by the precise pattern of pre- and postsynaptic activity (ref. 7; H.M., J. Lübke, M. Frotscher, and B. Sakmann, unpublished data), which may underlie the natural distribution of $U_{SE}$ observed in these synapses (Fig. 5D).

The second mechanism to regulate the neural code could be via neuromodulators. Indeed, ACh, a neuromodulator, which is known to inhibit neurotransmitter release (18), reduced the rate of synaptic depression without affecting stationary EPSPs (Fig. 5E). ACh therefore attenuates temporal coding and could underlie the desynchronization of the cortical electroencephalogram during forebrain stimulation and attentiveness (19).

**DISCUSSION**

In conclusion, we demonstrated the existence of a continuum of rate and temporal coding between neocortical pyramidal neurons. This continuum exists because utilizations of synaptic efficacies by presynaptic APs differ over the population of synaptic contacts. Synapses are likely to be positioned on this continuum according to the degree of temporal coherence of pre- and postsynaptic APs, and neuromodulators that regulate neurotransmitter release may transiently change the position set by activity. For a given set of absolute synaptic efficacies
and individual neuronal spiking, the way in which synapses utilize their efficacies determines which features of the presynaptic population activity are effective in producing the postsynaptic response that drives the neuron. Synapses therefore perform complex computational tasks and therefore partake in decoding network activity.
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